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Abstract 
The percentage of a target population that is included in a study is referred to by researchers as the 
"sample size," and they use this term to indicate the proportion of the population that is studied. The 
total number of people who took part in a study is referred to as the "sample size." After the study is 
completed, the total number of participants is frequently segmented into subgroups samples are 
stratified by demographic variables like age, sex, and location to ensure that they are representative of 
the population under study. Choosing the appropriate size of the sample to analyze Indeed,  is a crucial 
part of every statistical study. 
 
Key words : Research Sample, Population, Sample Size, Demographic variable 

 

Introduction 

The percentage of a target population that is included in a study is referred to by researchers 

as the "sample size," and they use this term to indicate the proportion of the population that is 

studied. The total number of people who took part in a study is referred to as the "sample 

size." After the study is completed, the total number of participants is frequently segmented 

into subgroups samples are stratified by demographic variables like age, sex, and location to 

ensure that they are representative of the population under study. Choosing the appropriate 

size of the sample to analyze Indeed,  is a crucial part of every statistical study. If the sample is 

too small, its findings cannot be considered reliable. In the event that there are insufficient 

individuals included in the sample, the results will not be valid or accurate. However, despite 

the fact that a larger sample size leads to lower error margins and a sample that is more 

representative of the population as a whole, Additionally, it may cause a dramatic rise in both 

cost and time requirements  to carry out the research if the sample size is too large. 

When determining the appropriate size of your sample, there are a few aspects you should 

keep in mind as well as a few different approaches you might use. 

The Extent of Our Confidence and the Interval of Our Confidence 

When selecting a sample, it is important to keep in mind that sampling and non-sampling 

errors are not the only possible causes of bias in research; other factors, such as those listed 
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above, must also be taken into consideration. In statistics, sample sizes are typically used to 

determine error metrics like the standard error and the confidence level. The confidence level 

is the more frequent of the two. 

Confidence Interval, or CI (Margin of Error) 

Confidence intervals are used to quantify the range of possible values for a particular statistic, 

as well as the degree to which one may be confident in the results of a particular sampling 

strategy. This is accomplished by dividing the range of possible values by a number known as 

the standard deviation. The level of certainty with which one can conclude that The study 

results are representative of the kinds of things one might find in the field  if a representative 

sample of the population under investigation were surveyed is what is meant to be conveyed 

by the term "confidence interval," which translates literally to "interval of certainty." Many 

times, confidence intervals are written with a plus or minus sign after them. If 60% of the 

people in your sample select an answer and your confidence interval is 6, then you can be 

certain that between 54% and 66% of the population would have selected that answer if you 

had questioned the entire population. This range is calculated by subtracting 60 from 60 and 

adding 60 to 60. 

How self-assured are you, Really? The confidence level is the number of times (or degree of 

certainty) that a sample taken at random would contain the actual population parameter 

within the confidence interval. This is measured in terms of the probability that the parameter 

would be included. Confidence intervals are numerical ranges that represent the chance that a 

specific proportion of the population will pick a certain response. These ranges are often 

expressed as percentages. As an example, if you have a confidence level of 99% in your 

findings, you may do the same experiment or survey several times with a good chance that the 

outcomes will provide results that are comparable to those acquired from the population as a 

whole 

.  

Population 
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The dependability of the findings is improved as the sample size is increased since this 

enhances the possibility that the answers obtained correctly reflect the population as a whole. 

To restate this idea in a different way, a larger sample size correlates to a smaller confidence 

interval for any given degree of certainty. 

The number of standard deviations from the mean. 

When determining the appropriate size of a sample, it is essential to take into account the 

standard deviation, which is a measurement of the dispersion of a data set in relation to its 

mean. When determining the appropriate size of a sample from a population, the standard 

deviation is a useful tool for providing an estimate of the standard deviation of the population. 

It is feasible to utilise it to make predictions about the variety of potential replies and the 

dispersion of those answers around the mean. 

The mean and the standard deviation will both be high when there is a lot of variability or 

dispersion in the data. After you have sent your survey, for example, do you expect a 

significant amount of variety in the responses, if any at all? The standard deviation is a 

statistical metric that determines how much different solutions might differ from one another. 

When determining an appropriate sample size, The size of the intended audience is an 

essential factor to think about. The whole group from which generalisations are drawn is 

referred to as the "population," and the word "population" is used to refer to this group. There 

are two types of samples that may be obtained from a population: a probability sample and a 

non-probability sample. Even when working with relatively small or easily measurable samples 

of a population, it is necessary to have an accurate estimate of the population size even if the 

size of population  is known. 

In research, sample sizes of 400 and 500 are often used since these numbers enable 

assumptions to be derived about any size population with 95% confidence and a 5% error rate, 

as shown in the computation that follows below. You will, however, require a larger sample 

size if you wish to compare subgroups within a larger group, such as provinces within a 

country. This is because comparing subgroups inside a larger group is more difficult. For the 

majority of research projects, GeoPoll recommends a sample size of at least 400 respondents 

per country as a minimum viable sample, 800 respondents per country for an investigation 

that includes 1200 responses or more per nation for third-level breakdowns, such as men 18-

24 in Nairobi. 

Methods for Figuring Out the Right Amount of Subjects to Sample 
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Since we are all on the same page with regard to the fundamental ideas, we can move on to a 

concise discussion of the Andrew Fisher Formula for computing the sizes of the samples. 

 Make a tally of the individuals (if known). 

 Determine the degree of confidence that corresponds to 95%. 

 The third step is to determine the level of certainty. 

 Standard deviation value (a SD of 0.5 is a safe choice). 

 Determine a Z-score for the data depending on the amount of confidence.  

The following degrees of confidence are represented by their respective z-scores in the table 

of data that follows: 

Confidence Level 80% 85% 90% 95% 99% 

Z- Score 1.28 1.44 1.65 1.96 2.58 

 

Applying the sample size computation to the data you have just acquired will allow you to 

calculate the size of your sample. 

Sample Size = Z-Score2 x StdDev X (1-StdDev) / (Confidence Interval)2 

The following is a representation of an example computation: 

To get a 95% level of certainty in your study, you'll need a standard deviation of 0.5 and an 

error margin of 5%, all you need to do is put those figures into the following formula: 

Sample Size = Z-Score2 x StdDev X (1-StdDev) / (Confidence Interval)2 

((1.96)2 x .5(.5)) / (.05)2 = (3.8416 x .25) / .0025 = .9604 / .0025 = 384.16 
 

385 is the best number for the size of your sample. 

There are a number of useful calculators that can be located on the internet and utilized for 

this specific purpose. The Easy Calculation demo calculator is a cost-free tool that you may 

start using right now. After you tell the software your target confidence level, population size, 

and 95 % confidence level, it will compute the appropriate sample size for you. 
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